Programming concurrent and distributed systems is hard, because it is challenging to predict how programs executed at the same time in different computers will interact. Empirical studies reveal two important lessons: (i) while programmers have clear intentions about the order in which communication actions should be performed, tools do not adequately support them in translating these wishes to code [11]; (ii) combining different communication protocols in a single application is a major source of mistakes [10]. The latter study also points out the importance of programming correctly the interplay between the local computations performed by processes and the communication structures that they enact.

The paradigm of Choreographic Programming [12] was introduced to address these problems. In this paradigm, programmers declaratively write the communications that they wish to take place in programs called choreographies. Choreographies syntactically disallow writing mismatched I/O actions, using the “Alice and Bob” notation of security protocols [14]. An EndPoint Projection (EPP) can then be used to synthesise faithful implementations in process models, which are guaranteed to be deadlock-free by construction [2, 15].

Initial work on choreographic programming focused on aspects of practical value – including web services [1], multiparty sessions [2, 3], modularity [13], and runtime adaptation [9]. These models all come with differing domain-specific syntaxes, semantics and EPP definitions (e.g., for channel mobility or runtime adaptation), and therefore none of them can be seen as a canonical model for the paradigm.

Our first contribution [8] is a canonical model for choreographic programming, called Core Choreographies (CC). CC includes only the core primitives that can be found in most choreography languages, restricted to the minimal requirements to achieve the computational power of Turing machines. In particular, local computation at processes is severely restricted, and therefore nontrivial computations must be implemented by using communications. Therefore, CC is both representative of the paradigm (it is embeddable in most choreography languages) and simple enough to analyse from a theoretical perspective. In particular, CC helps in formally defining parallel execution in choreographies (quantifying concurrent behaviour) and lends itself to the analysis of the expressivity of choreography primitives. Case in point, the standard construct of label selection (communication of a choice) can be encoded as standard value communication, preserving expressivity and, interestingly, projectability of choreographies at the same time.

Building on CC, we then study the following foundational questions on choreographies.

**Extraction.** Given a network of processes running in parallel, is it possible to decide whether there is a choreography that describes their behaviour? Can we compute such a choreography? We show that this is the case for CC [4].

**Asynchrony.** Is the standard (synchronous) semantics of choreographies powerful enough to encode asynchronous communications? We show that this requires the capability of dynamically creating processes and managing the connections among them (mobility) [5].

**Algorithms.** CC can implement any computable function, but not every possible algorithm. We investigate its extension with general recursion and parametric procedures [6]. The resulting
calculus, PC, is powerful enough to capture succinct implementations of nontrivial concurrent algorithms, including: Quicksort, Gaussian elimination, Fast Fourier Transform [7].
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